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Abstract—Human sensing, motion trajectory estimation, and
identification are central to a wide range of applications in
many domains such as retail stores, surveillance, public safety,
public address, smart homes and cities, and access control.
Existing solutions either require facial recognition or installation
and maintenance of multiple units, or they lack long-term re-
identification capability. In this paper, we propose a novel system
– called EyeFi– that combines WiFi and camera on a standalone
device to overcome these limitations. EyeFi integrates a WiFi
chipset to an overhead camera and fuses motion trajectories ob-
tained from both vision and RF modalities to identify individuals.
In order to do that, EyeFi uses a student-teacher model to train
a neural network to estimate the Angle of Arrival (AoA) of WiFi
packets from the CSI values. Based on extensive evaluation using
real-world data, we observe that EyeFi improves WiFi CSI based
AoA estimation accuracy by more than 30% and offers 3,800
times computational speed over the state-of-the-art solution. In a
real-world environment, EyeFi’s accuracy of person identification
averages 75% when the number of people varies from 2 to 10.

I. INTRODUCTION

Human sensing, motion trajectory estimation, and iden-
tification have a wide range of applications, including in
retail stores, surveillance, public safety, public address, and
in access control. For example, in retail stores, it is useful
to capture customer behavior to determine an optimal layout
for product placement, detecting re-appearing shoppers after
weeks to track shopper retention rate, separating employees
from shoppers to generate an accurate heatmap of motion
pattern of (only) shoppers. For surveillance, it is useful to
identify and track a limited set of people from a crowd, e.g.,
tracking undercover police agents from a group of people to
ensure their safety. Once a class of people is identified, that can
be leveraged for public address based on additional contexts.
For example, when an active shooter in a building has been
identified through a security camera, targeted and customized
messages can be sent to different groups of people in different
parts of the building through accurate identification to help to
find safe escape routes – instead of sending a generic SMS to
everyone, possibly including the shooter.

A wide variety of sensing technologies exist for human sens-
ing, motion trajectory estimation, and identification that uses
cameras, WiFi, Bluetooth, and ultrasonic sensors. However,
there are shortcomings of each of these sensing modalities.
For example, ultrasonic sensor-based identification [10] does
not scale to thousands of reappearing shoppers in retail stores.
Camera-based solutions suffer from illumination, occlusion,
background cluttering, and change of perspective and fail to
support long term identification, e.g., detecting a shopper after

two weeks when they show up in a different colored dress in a
retail store when body appearances based identification is ap-
plied [9]. Facial recognition can be potentially used for person
identification at scale. However, facial recognition is banned
in many places, e.g., San Francisco [2], and it is difficult to
employ in some settings such as in retail stores where typically
panoramic cameras mounted on ceilings can hardly see faces.
Sniffing WiFi MAC addresses provide coarse-grained location
information, e.g., a shopper is within 30 meter radius of a
WiFi access point without providing location insights to infer
customer-product interaction. To achieve precise localization
using WiFi, multiple WiFi beacons or receiving units need to
be set up, maintained, and coordinated, which can be very
expensive [12].

In this paper, we propose to fuse two powerful sensing
modalities – WiFi and camera – in order to overcome the
aforementioned limitations of the state-of-the-art solutions. We
call our proposed solution EyeFi. EyeFi does not require fa-
cial recognition, provides long-term re-identification, does not
require deployment and maintenance of multiple WiFi units,
and has the potential to provide such intelligent capabilities
on a standalone device. To this end, EyeFi integrates a WiFi
chipset (with multiple antennas) to a camera. As a result, a
single EyeFi unit can detect, track, and re-identify people as
far as the camera can see. Our current implementation of EyeFi
uses a panoramic camera mounted on a ceiling. However, other
types of cameras such as a bullet camera will also work.

EyeFi uses the on-board camera to detect, track, and esti-
mate the motion trajectories of the people in its field of view.
Simultaneously, using the on-board WiFi chipset, EyeFi over-
hears WiFi packets from nearby smartphones and extracts the
Channel State Information (CSI) data from the WiFi packets.
The CSI information is used to estimate the Angle of Arrival
(AoA) of the smartphone from the EyeFi unit. Compared to
existing WiFi-based AoA estimation techniques [12], EyeFi
uses a smartphone in motion as a transmitter (not a stationary
desktop computer), uses a low sampling rate (around 23 pack-
ets per second), and uses a novel teacher-student based visually
guided neural network to speed up the AoA estimation by
over 3,800 times. For each person (i.e., smartphone) generating
the WiFi traffic, a sequence of AoAs is estimated to capture
the motion trajectory of the individual. Then EyeFi performs
cross-modal trajectory matching to determine the identity of
the individuals. It is based on the assumption that most people
use smartphones and the same smartphone is usually used
for an extended period of time. Also, as smart watches are



becoming popular and getting equipped with WiFi chipsets
(e.g., Samsung Gear S3 and Apple Watch 4), EyeFi can
leverage wireless devices beyond smartphones. Note that the
MAC addresses can be hashed to safeguard the privacy of the
individuals, but it is still useful for long-term re-identi�cation
and behavior analysis.

This work has the following contributions:
� First, we design and implement a novel multi-modal

sensing system called EyeFi, which is the �rst system that
fuses WiFi CSI with camera for human sensing, motion
trajectory estimation, and long-term identi�cation and has the
potential to offer such analytics on a standalone device. EyeFi
overcomes several limitations of the state-of-the-art solutions
as it does not require the use of facial recognition and the cost
of deployment and installation of multiple WiFi units.

� Second, since no such system and datasets are available,
we collect over 74 GB of data containing videos and WiFi
CSI values of over one million WiFi packets with over 15
volunteers from two different environments to develop and
test our solution. We annotate a major portion of the dataset1.

� Third, we develop a novel student-teacher based neural
network to estimate AoA from CSI values. Instead of just
using camera-based motion trajectory as the ground truth,
we force the network to regress the AoA of state-of-the-art
SpotFi algorithm [12], and thereby, forcing the network to
learn multipaths and estimate AoA more accurately. We also
propose novel techniques to smooth the WiFi-based trajectory
for cross-modal matching.

� Finally, based on extensive evaluation using real-world
data, we �nd that EyeFi improves WiFi CSI-based AoA
estimation accuracy by more than 30% and offers 3,800
times computational speed up over the state-of-the-art solution,
enabling EyeFi a real-time system. We observe that the average
accuracy of EyeFi for person identi�cation is 75% when the
number of people varies from 2 to 10.

II. U SAGE SCENARIOS

We describe two real-world usage scenarios of EyeFi.
� Customer Behavior Analysis.Once a customer arrives

at a store, his smartphone generates WiFi traf�c to discover
local access points. After he connects to the local WiFi access
point, his checking of noti�cations, viewing of websites for
better prices or deals of similar items, listening of SpotiFi
music, or messaging of friends generates more WiFi traf�c.
All of these WiFi traf�c is overheard by the WiFi chipset
of EyeFi system. EyeFi extracts the MAC address and CSI
values from the WiFi packets, timestamps each value, and
records them. Using our proposed algorithm, EyeFi performs
AoA estimation and matches the AoA sequence with one of
the trajectories observed from the camera. Due to the use of
the MAC address, the customer can be identi�ed over a long
period and even at a different store. EyeFi hashes the MAC
address to anonymize the customers, but can still generate
high-level analytics of aggregated customer behavior.

1More information on EyeFi data and deployment can be found at the
project page https://github.com/munir01/EyeFi

� Emergency Situation.During emergency situations, EyeFi
can send location and person-speci�c targeted messages to
guide people to safety. For example, in a retail environment,
EyeFi can send different messages to employees who know
the store area, law enforcement of�cers that are armed, and
customers who need help. In case of an emergency, such as the
presence of an active shooter, the law enforcement of�cers can
be noti�ed of the shooter's exact location (determined using
cameras) so that they can take proper actions, employees can
be instructed to assist customers and to commence emergency
protocol, and customers can be given speci�c instructions on
their phones based on their location (e.g., the nearest and safe
escape route or a safe hiding place).

III. B ACKGROUND
A. WiFi AoA Estimation

In a WiFi network, a transmitter and a receiver communicate
by sending packets back and forth through a certain band.
The communication band contains multiple channels in which
each channel is a certain range of frequencies. During the
transmission, theChannel State Information(CSI), which de-
scribes the properties of the channel, is being recorded by the
receiver. The properties of such channels are a description of
the combined effect of the scattering, fading, and power decay
between the transmitter and receiver. The WiFi chipset natively
estimates theChannel State Information(CSI) to improve
communication ef�ciency. With recent studies, researchers
have found that CSI can be used for WiFi sensing, including
but not limited to angle of arrival estimation, human detection,
and breath detection.

For the angle of arrival (AoA) estimation, one classical
method is the MUSIC algorithm [19]. If two antennas are sep-
aratedd distance apart, the additional phase shift introduced
due to the distance is� 2� � d � sin(� ) � f=c, where� is the
AoA, f is the signal frequency, andc is the speed of light.
The MUSIC algorithm works by estimating the steering matrix
A in X = AF , whereX is the measurement matrix of the
received signal, andF is the matrix of complex attenuation. In
a recent WiFi-based localization algorithm [12], the AoA of
the direct path (which is relevant to the localization problem)
is isolated by taking the eigenvector of the matrix,XX H , for
which, the eigenvalue is zero. The eigenvector goes through
further processing to obtain the direct path.

IV. SYSTEM DESIGN
A. Overview

EyeFi is a framework that fuses information from visual
domain captured from camera and CSI measurements of WiFi
packets to jointly track human motion trajectories and identify
them for many applications. Using on board computer vision
algorithm, the camera detects people, estimates their location
and motion trajectories, but unable to identify and re-identify
people across time and/or multiple cameras without a shared
�eld of view across cameras. However, WiFi provides a way
of identi�cation through user-speci�c information, i.e., the
MAC address of the user's smartphone, but the derived motion
trajectory is coarse grained and inaccurate. EyeFi exploits

https://github.com/munir01/EyeFi


Fig. 1: An overview of EyeFi system architecture.
the properties of these two sensing modalities to fuse the
trajectories obtained from both for fast and accurate person
identi�cation across time and space. The system primarily
consists of a camera and a WiFi sniffer. EyeFi does not require
installation of any apps or beacons on the users' smartphone
and does not add additional overhead to the phone.

A high-level architecture of EyeFi is shown in Figure 1.
A surveillance camera with a WiFi chipset is installed at the
desired location and it overhears WiFi packets of intended
subjects like shoppers. Smartphones generate WiFi packets
after connecting to the local WiFi access point. When a smart-
phone is not connected to an access point, it still generates
WiFi packets to discover nearby access points. These packets
are captured by EyeFi along with CSI information, which is
used to estimate AoA of the WiFi source. However, since the
estimated AoAs are very noisy, they are further processed to
smooth the motion trajectory. Meanwhile, the camera reports
the locations of detected human subjects (which may contain
more/less people than the number of smartphones that the
WiFi unit has detected) and their motion trajectories. Both
the trajectories from the camera and the WiFi are sent to
the trajectory matching module that identi�es people using
WiFi MAC addresses by performing cross modal trajectory
matching.

B. Motivational Experiments

EyeFi is motivated by the poor performance of existing
person identi�cation solutions. For example, a possible alter-
native to EyeFi is to use a camera-based solution that uses
facial recognition to track people across time and locations.
However, cameras installed in public places like a retail
store can barely see the faces of the customers. In order to
understand the performance of a camera-based system, we
apply a facial recognition algorithm on a video feed that we
collected during our empirical study.

Figure 2 shows a frame from our video feed which contains
eight human subjects highlighted using red rectangular boxes.
We use a Python-based facial recognition software [1] to detect
faces in this frame. The result is catastrophic. The software
detects 0 faces after running the algorithm on the entire video.
This is because as we can see in the example video frame, a
human subject can be facing away from the camera and his
dress and �oor color can be very similar – which poses an
additional challenges to object recognition and matching in a
purely vision based domain. Also, existing pre-trained vision-
based models do not work well with panoramic images.

To complement the vision-based system, one can add WiFi-
based localization to the system by running the SpotFi [12]
algorithm on the collected CSI data. However, based on our
experiments, the Matlab implementation [3] of the SpotFi

Fig. 2: Facial recognition software can not recognize any of the
8 human subjects present in the view. All �gures best viewed in
color.

algorithm (provided by the authors) requires around 1.5 - 2
seconds to generate AoA estimation for a single WiFi packet.
For 8 hours of continuous WiFi stream at the data rate of
20 packets per second, the total number of WiFi packets is
576; 000. With 1.5 seconds computation time for each packet,
the AoA estimation requires 240 hours. Even though the
computation time can be reduced by using a more ef�cient
implementation, the computation time will still be too long to
be viable for processing a large number of WiFi data points for
the intended application. Based on these initial experiments,
we develop EyeFi to overcome these limitations and to achieve
a faster, accurate, and practical solution that works in real-life
scenarios.

V. A LGORITHM
EyeFi is a modular system that combines information from

visual domain with RF domain. For camera based person
detection, tracking, and trajectory estimation, EyeFi uses the
proprietary software that comes with Bosch Flexidome IP
Panoramic 7000 camera. Our evaluation shows that the exist-
ing �rmware of the camera can estimate AoA of individuals
with an average of 1.03 degree error. EyeFi is agnostic of
underlying computer vision technique of person detection and
tracking as long as the accuracy is similar. So, we focus on
WiFi based AoA estimation, trajectory smoothing, and cross
modal trajectory matching. However, we use the camera based
location information to improve accuracy and execution speed
of WiFi based AoA estimation. In this section, we describe
each of these components in detail.

A. Camera Assisted WiFi Based AoA Estimation

WiFi communication produces Channel State Information
(CSI) which can be used to estimate the Angle of Arrival
(AoA) of the incoming WiFi signals. Methods like SpotFi [12]
extend computationally expensive MUSIC algorithm which
uses linear algebra to decompose and estimate AoA. However,
from our experiments, the SpotFi algorithm is evidently slow
and does not work well in large AoA scenarios (e.g., 60� -
90� ). Examples are given in Section VII-B.

To reduce the computation time and to improve overall
AoA estimation performance in order to be viable for EyeFi,
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